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Abstract—Heterogeneous hardware platforms comprised of
CPUs, GPUs, and other accelerators offer the opportunity to
choose the best-suited device for executing a given scientific
simulation in order to minimize execution time and energy
consumption. To this end, the recently proposed “Follow the
Leader” approach dynamically selects a suitable device based on
runtime performance measurements during speculative discrete-
event simulations. A currently active “leader” device is periodi-
cally challenged by a “follower” device in order to negotiate the
new leader. The optimality of the device choices and the associ-
ated overhead depends critically on the challenge frequency and
timing. Here, we explore policies to schedule challenges with the
goal of attaining Pareto-optimal combinations of execution time
and energy consumption. Several heuristics are first evaluated in
an abstract fashion using a “meta-simulation” by mimicking the
progress and energy consumption of an idealized co-execution.
In this setting, we optimize the heuristics’ tuning parameters to
assess their relative merits in near-optimal configurations when
compared to challenge timings based on perfect knowledge. We
find that under challenging stochastic workloads based on a
class of mean-reverting random walks, the best heuristics can
closely approximate the execution time and energy consumption
achievable under an optimal device choice. Empirical support
for this observation is given by measurements of a CPU/GPU
co-execution of the Time Warp algorithm on physical hardware.

Index Terms—GPU-based simulation, Time Warp, heteroge-
neous hardware, discrete-event simulation

I. INTRODUCTION

Parallel Discrete Event Simulation (PDES) [1] is a powerful
tool for what-if analysis and studying complex systems across
fields like telecommunications, transportation, healthcare, and
military applications. These simulations are becoming increas-
ingly complex and require significant computational power.
Modern heterogeneous exascale systems [2], which include a
mix of CPUs, GPUs, and other accelerators, are well-suited
for this task. However, running PDES on such systems is
challenging because different hardware classes exhibit varying
performance and energy profiles based on the workload [3]. As
model dynamics can change frequently, determining the opti-
mal deployment at runtime is difficult, necessitating adaptive
strategies for efficient and energy-effective simulations.

Recently, the “Follow the Leader” (FTL) approach [4] has
been proposed for dynamically selecting the optimal device
based on real-time performance measurements during spec-
ulative discrete-event simulations based on the Time Warp
synchronization protocol [5]. The approach involves period-
ically challenging the currently active “leader” device with
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Fig. 1: The performance of different devices varies over time
with the workload dynamics. Our goal is to heuristically
choose appropriate times to collect performance observa-
tions (×) in order to select the fastest device while minimizing
cost. For instance, the third observation in the figure does not
lead to a device change and should thus be omitted.

a “follower” device to negotiate a potential new leader. The
effectiveness and overhead of this method depend heavily on
the frequency and timing of these challenges. This runtime
scheduling problem is characterized by binary decisions (also
known as “bang-bang control” [6]), such as choosing between
running the model for a certain time window [tV T , t

′
V T ] on

either CPUs or a GPU.
Our goal in this paper is to optimize the scheduling of

observations (i.e., running a challenge), specifically exploring
various sampling policies that can guide these decisions. The
core problem we address involves two unknown performance
trajectories, f(tV T ) and g(tV T ), one associated with the
execution of the model on CPUs, the other on GPU. At
specific times tV T , we can observe these trajectories, albeit
at a certain cost. Our goal is to approximate the function
h(tV T ) = max(f(tV T ), g(tV T )) over the interval [tV T , t

′
V T ]

by optimally selecting the times to observe the function values.
This process is summarized in Figure 1.

We focus on developing and evaluating policies for schedul-
ing these challenges to achieve Pareto-optimal combinations of
execution time and energy consumption. We employ a “meta-
simulation” framework based on [7] that abstractly represents
the co-execution of simulations on CPUs and GPUs. This
setup allows us to optimize the tuning parameters of various
heuristics and compare their performance against challenge



timings derived from perfect knowledge.
To this end, we systematically evaluate different sampling

policies, providing insights into their efficacy under stochas-
tic workloads that mimic real-world scenarios. The results
help refine strategies for device selection in heterogeneous
platforms, ultimately enhancing both performance and energy
efficiency in parallel simulations. We validate the results
obtained through the meta-simulation framework by exercising
our policies on actual heterogeneous hardware.

The remainder of this paper is structured as follows. Related
work is discussed in Section II. The heuristics considered to
determine the best-suited executed hardware are presented in
Section III. Section IV discusses the study conducted using the
meta-simulation methodology. Results from the experimental
assessment are reported in Section V.

II. RELATED WORK

The effects of simulation models’ varying workloads on
general-purpose runtime environments have led the research
community to dedicate great care to studying self-optimization
policies that can improve performance and energy efficiency,
although only a few have explicitly considered the underlying
availability of heterogeneous computing architectures. Indeed,
while generic DES engines running on coprocessors (e.g.,
GPU or FPGA) have appeared in the literature (see, e.g., [8]–
[11]), the first attempts to optimize the simulation execution on
heterogeneous systems are very recent [4], [12], [13], although
only the work in [4] has considered generic DES systems.

In speculative simulation, particularly based on the Time
Warp synchronization protocol [5], many proposals have tried
to optimize runtime control parameters to reduce the mem-
ory footprint and housekeeping costs, based on explicit cost
models [14]–[19], on temporal measurements [20]–[22], on
heuristics [23]–[25] or on machine-learning approaches [26]–
[29], sometimes also considering energy efficiency [30]. In
our work, as we assume that the workload dynamics are
unknown a priori and highly variable and that individual
simulation runs can be brief, there is only limited scope for
collecting enough observations to train a machine learning
model, e.g., by reinforcement learning. Instead, we compare
a number of heuristic policies that can be parameterized for
given workloads.

Much effort has been dedicated to identifying the best-suited
accelerator to run a certain workload in the general landscape
of heterogeneous high-performance computing (HPC). Sev-
eral performance models have been proposed to estimate the
execution time of kernels on CUDA GPUs [31]–[33], also
using machine-learning approaches [34]–[36] or considering
program skeletons [37]. These approaches are specific to some
specific accelerator or program organization. Some approaches
also target particular applications, such as iterative stencil
loops [38] or sparse matrices [39]. Other models are tailored to
help developers optimize their code once performance bottle-
necks have been identified [40]–[43]. Energy efficiency when
selecting one particular family of accelerators has also been

studied through models to aid in the identification of the best-
suited HPC setup [44]–[46]. Unlike these works, we select the
best-suited accelerator for a certain execution phase based on
observing the model’s behavior in a certain time window. This
strategy avoids the simplifications introduced by modeling
approaches. Conversely, we rely on models and heuristics to
determine the best-suited instant when to run a challenge to
limit performance impairment and energy wastage.

Our proposal to optimize execution on heterogeneous archi-
tectures is reminiscent of approaches for simulation algorithm
selection [47], [48], or the more general n-version program-
ming approach [49], [50] that leverages multiple versions of
the same program to improve non-functional properties such
as fault tolerance or execution timeliness. The main difference
with our approach is that the different versions of the same
model that we consider exercise different hardware instances
in ways that are hard to predict due to the inherent architectural
difference and because we do not assume the stability of the
model. Therefore, we adopt explicit challenges to determine
the best-suited architecture for execution, coupled with black-
box heuristics to reduce the impact of such challenges on the
overall performance and energy footprint.

Our approach also shares some objectives with co-
simulation techniques [51], where the integrated simulation
of a coupled system can be accomplished by combining the
simulations of its components. In particular, we could consider
the different instances of the simulation models executed on
CPUs and GPUs as independent components that must be
periodically synchronized (i.e., to support a correct execution
of a challenge and to resume the simulation on the selected
leader). Several synchronization methods have been proposed
in the literature for this goal (see, e.g., [52], [53]). The High-
Level Architecture (HLA) standard [54] also has dedicated
significant space to this problem. Nevertheless, our main focus
is on execution performance and energy efficiency rather than
on interoperability, therefore our timeliness requirements are
much more stringent.

Having multiple instances of the same simulation model
running at the same time recalls the concept of simulation
cloning [55]. This method dynamically initiates multiple sim-
ulation instances at decision points within a simulation, facil-
itating the concurrent exploration of different execution paths.
By sharing common computation outcomes, cloning enables
a more thorough investigation of what-if scenarios. However,
our approach differs by focusing on a single simulation trajec-
tory while utilizing multiple hardware devices. We also share
computation results among instances, but since we concentrate
on a single trajectory, we meticulously synchronize the state
and event queues among the replicas to maintain consistent
execution.

In the simulation field, various performance prediction ap-
proaches similar to our meta-simulation have been proposed.
Critical path analysis [56] models the parallelism of a simu-
lation model based on inter-event dependencies to highlight
how parallel execution should be, although irrespective of
the hardware used. This is overcome in [57], [58], where



descriptive knowledge of the hardware or results from micro-
benchmarking are considered. Characteristics of the executed
model are also taken into account in [59], where both the
characteristics of the model and the hardware environment
are taken into account, although focusing on network simula-
tions. In our work, a time-stepped meta-simulation generates
predictions not just of execution times, but also of energy
consumption.

III. SAMPLING HEURISTICS

In the following, we describe four heuristic for scheduling
challenges throughout simulation runs, each associated with
one or more tuning parameters. The heuristics are intended
to be applicable without prior knowledge of the workload
and without requiring a learning phase. Hence, the scheduling
decisions directly rely on events and variables that can be
easily observed at runtime.

A. Fixed Period

This baseline heuristic used in our previous work [4]
schedules challenges at a constant period d ∈ R+ in virtual
time, with d being a tunable parameter.

B. Additive Increase, Multiplicative Decrease (AIMD)

Inspired by TCP congestion control [60], the rationale
behind this heuristic is to gradually extend the interval between
challenges as long as no change in the leader occurs. When a
new leader is chosen, the interval is sharply reduced, reflecting
the assumption that further imminent leader changes are likely
given the recent change in relative performance among the
devices. On a challenge i, the delay di+1 in wall-clock time
to the next challenge is determined by

di+1 =

{
di + a, if a leader change occurred
bdi, else.

Here, a ∈ R+ and b ∈ (0, 1] are tuning parameters
representing the additive or multiplicative change at each
challenge.

C. Energy Budget

This heuristic focuses on the benefit in energy consumption
by running on the respective fastest device. New challenges
are scheduled with a delay that balances the cost of the
new challenge with the estimated energy savings through the
current challenge.

We make the simplifying assumption that the energy con-
sumption of the devices per second wall-clock time is approx-
imately constant and roughly the same between the devices.
The former holds approximately for the devices considered
in our empirical evaluation of Section V, whereas the latter
holds approximately as a consequence of the full hardware
utilization produced by the speculative execution via Time
Warp. Under these assumptions, a relative reduction in energy
consumption is equivalent to the same relative reduction in
wall-clock time.

In order to determine a new challenge delay di+1, the
heuristic postulates di+1rWT

!
= cWT, where rWT is the relative

reduction in wall-clock time and cWT is the cost in units wall-
clock time of a challenge. The latter represents the number
of units wall-clock time running on a single device that
are equivalent in energy use to a challenge. This equation
leads to delays between challenges that correspond to the
energy savings by a correct device choice. Adding a tuning
parameter a ∈ R+, the new challenge delay is calculated as
di+1 = acWT/rWT

D. Monitor Leader

Here, we rely on the fact that the leader’s current perfor-
mance can be monitored continuously at negligible cost. This
allows for a scheduling policy based on the hypothesis that
changes in the leader’s performance are highly correlated with
changes in the relative performance of the devices. If this
hypothesis holds, minor changes in the leader’s performance
indicate that the leader is unlikely to be outperformed by the
follower device. Given the leader’s performance pi during the
previous challenge and its currently observed performance p′,
an immediate challenge is triggered if the relative change in
performance exceeds a threshold a ∈ R+: |p′ − pi| > api. A
minimum delay dmin in wall-clock time between challenges is
used as hysteresis to avoid rapidly repeated challenges during
periods of highly varying workload. The threshold a and the
minimum delay dmin are tuning parameters.

IV. METHODOLOGY

Our goal is to understand the degree to which the sampling
heuristics described in the previous section are able to approx-
imate an optimal placement of sampling points that would lead
to Pareto-minimal execution time and energy consumption.
To identify the fundamental behavior of the heuristics inde-
pendently of implementation details and hardware specifics,
we evaluate the heuristics in a form of “meta-simulation”
that imitates the behavior of the CPU/GPU co-execution over
the course of a simulation run. This experiment setup allows
us to freely exercise the heuristics under arbitrary synthetic
workloads and to optimize the heuristics’ parameters in a
controlled setting. Furthermore, we can identify near-optimal
sampling points based on full knowledge of specific workloads
to better understand the optimality gap of the heuristics. In
the following, we describe the meta-simulation procedure, the
synthetic workload generation, and the optimization approach.

A. Meta-simulation Procedure

The meta-simulation abstractly represents the progress and
energy consumption of the CPU/GPU co-execution under a
given workload and sampling heuristic. In the meta-simulation,
two notions of time must be distinguished: virtual time (VT)
represents the progress in processing FTL’s workload, whereas
wall-clock time (WT) models the wall-clock execution time.
For simplicity, the meta-simulation advances time using a
fixed step size, while the implementation of FTL targeting



physical hardware follows the discrete-event paradigm over a
continuous time base.

The key consideration for the device choice in FTL is the
performance of the two devices, which we define here as a
ratio:

rdevice(tWT) :=
tVT(tWT)− tVT(tWT −∆tWT)

∆tWT
.

This ratio, which we will refer to as a device’s momentary
“speed“, is the progress in virtual time over a span ∆tWT
in wall-clock time. Importantly, the meta-simulation allows
us to regard the speed as an independent variable, i.e., we
can directly generate speed trajectories for the devices and
observe the effects on execution time and energy consumption
depending on the chosen sampling heuristic. This is in contrast
to our empirical experiments, where the given devices’ speeds
are dependent variables that can be varied only indirectly by
adjusting the workload. The decisive factor for a device’s
momentary speed are the characteristics of the current work-
load, i.e., the dynamics of the simulation model at the current
point in virtual time. Hence, we represent speed trajectories
as sequences of speed values over discretized virtual time.

Algorithm 1 shows pseudo code of the meta-simulation.
Its inputs are the termination point in virtual time, a set of
device names, their speed trajectories over virtual time, and a
function representing the sampling heuristic with associated
tuning parameters. The meta-simulation loop advances the
wall-clock execution time until the desired virtual time has
been reached by iteratively incrementing the current virtual
time by the current leader devices’ speed, while recording the
energy consumption associated with this process. Whenever a
challenge is carried out, the energy consumption includes the
base overhead of a challenge and the energy required to run
all devices in parallel for the current step in wall-clock time.
A new leader is chosen as the current fastest device and the
progress in virtual time is throttled to account for the challenge
overhead in terms of execution time. Finally, the wall-clock
time of the next challenge is determined by supplying the
configured sampling heuristic with its required arguments (see
Section III). The return values of the meta-simulation are
the overall wall-clock execution time and energy consumption
required to satisfy the termination criterion.

B. Performance Trajectory Generation
The effectiveness of the sampling heuristics can only be

evaluated with reference to device speed trajectories corre-
sponding to the device performance under a workload. To
emphasize the differences between the heuristics, we focus on
speed trajectories that render the device selection particularly
challenging. Hence, we aim to generate trajectories that are
non-linear and stochastic, and in which the device speeds
at a given point in virtual time are uncorrelated. The latter
assumption leads to particularly challenging trajectories since
on physical hardware, significant changes in workload dynam-
ics are likely to affect all devices’ speeds either positively or
negatively. An additional requirement for the FTL approach to
be applied gainfully is that the optimal leader, i.e., the fastest
device, is likely to change over the course of a simulation run.

Algorithm 1 Pseudo code of the meta-simulation used to
abstractly evaluate and optimize the sampling heuristics.

Require: T : end time; D: devices; S: device speeds over
time; Ed: energy per step for each device; Ec: challenge
energy cost; C: challenge speed coefficient; H: heuristic
for next challenge delay; P : heuristic parameters

1: wt← 0 # wall-clock time
2: wtchallenge ← 0 # next challenge time
3: e← 0 # energy consumption
4: t← 0 # virtual time
5: while t < T do
6: if wtchallenge = wt then
7: e← e+ Ec +

∑
d∈D Ed[d]

8: leader ← argmaxd∈D S[d][t]
9: t← t+ S[leader] · C

10: wtchallenge ← wt+H(P )
11: else
12: e← e+ Ed[leader]
13: t← t+ S[leader]
14: wt← wt+ 1
15: return wt, e

Given these desired properties, we generate the speed trajec-
tories based on random walks. Each trajectory is an Ornstein-
Uhlenbeck process [61], which is a mean-reverting random
walk that allows us to generate uncorrelated trajectories with
high variance, without the tendency for early and permanent
divergence of simpler, e.g., plain Gaussian, random walks. By
bounding the process to [0.1, 1] to generate relative speeds
within a factor of 10, setting the mean to 0.5, and varying
the process’ variance, we obtain speed trajectories as shown
in Figure 2.

C. Optimization Approach

We intend to compare the heuristics when adjusted to
the general characteristics of a workload, i.e., under near-
optimal configurations of their tuning parameters. This is
achieved by optimizing the heuristics’ parameters over large
sets of randomly generated trajectories. Although the heuristics
are configured with only one or two parameters, substantial
computational demands are created by the large number of
trajectories on which the heuristics must be exercised to
reliably identify well-performing parameter values.

Given that the meta-simulation returns both the wall-clock
execution time and the energy consumption, we are faced
with a multi-objective optimization problem. Here, we vary a
weight coefficient in order to adjust the importance put on min-
imizing either execution time or energy. We normalize these
values to represent percentage overheads over the minimal
time or energy achieved by a hypothetical optimal run that
always executes on the faster device without any challenges.

As an additional point of reference in between the oracle
result and the sampling heuristics, we approximate the time
and energy achievable by an optimal sampling heuristic that
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Fig. 2: Example trajectories of the relative device speed over
virtual time, varying the workload’s volatility by adjusting the
standard deviation of the underlying mean-reverting random
walks. The plots show three trajectories per volatility level,
with the highest level generating frequent and aggressive
changes in the relative device speed.

carries out challenges at the optimal points in time. We deter-
mine these values by solving a high-dimensional optimization
problem for each set of speed trajectories, with one binary
decision variable for each wall-clock time step representing the
decision whether to carry out a challenge. In our experiments
described in Section V, this “brute force” approach leads to
an optimization problem with 2 000-dimensional input.

We tackle these optimization problems using DiscoGrad [7],
a publicly available1 framework for gradient estimation

1https://www.github.com/DiscoGrad/DiscoGrad

across programs with conditional branches. DiscoGrad applies
source-to-source transformations and several forms of smooth-
ing in order to efficiently compute gradients in the presence of
function discontinuities and stochasticity. By implementing the
meta-simulation as a DiscoGrad program in C++, we benefit
from the capability of gradient descent to swiftly identify local
optima of high-dimensional objective functions.

V. EVALUATION

The goal of our evaluation is to assess the execution time
and energy consumption achievable via the different heuristics.
We first consider the results when executing the heuristics
abstractly and with optimized tuning parameters in our meta-
simulation before assessing how the results for the best-
performing heuristics carry over to physical hardware.

A. Optimized Heuristics

The meta-simulation requires several parameters reflecting
assumptions about the modeled Time Warp simulation and
hardware platform (cf. Section IV-A). Since we are only in-
terested in relative results between the heuristics and idealized
runs, energy and time are represented as unit-less values.
For our experiments, we set the energy consumption per unit
wall-clock time to 1, the energy consumption of a challenge
to 2, and the coefficient slowing down the execution during
challenges to 0.9.

For optimizing the heuristics’ tuning parameters, we de-
fine an objective function αcenergy + (1 − α)cWT that uses
an energy coefficient α to weight the percentage over-
heads in energy and time over an oracle result in which
the faster device is chosen without challenge overheads.
In order to explore the Pareto frontier of trade-offs be-
tween execution time and energy, we optimized the heuris-
tics’ tuning parameters for each energy coefficient level
in {0, 0.03125, 0.0625, 0.125, 0.1875, 0.25, 0.5, 0.75, 1}. The
workload volatility as configured via the dynamics of the
device speeds was set to the levels 0.25, 0.5, and 1 as in
Figure 2. The heuristics’ parameters were optimized over
batches of 1000 random workloads at a time, whereas the
“brute force” optimization to identify near-optimal challenge
timings was executed on 100 separate fixed workloads for each
combination of values for the workload volatility and energy
coefficient.

We first assess whether the parameters identified via op-
timization, which are shown in Table I, align with our ex-
pectations (cf. Section III for the parameters’ interpretation).
In all heuristics, choosing larger parameter values increases
the intervals between challenges. We observe that the chosen
values consistently follow the expected patterns. With higher
energy weight coefficients, longer periods between challenges
at the cost of increase execution times can be tolerated.
However, even with the weight coefficient set to 1, no extreme
increases in in the parameter values can observed, since it is
still necessary to take the execution time into account due
to the devices’ energy consumption over wall-clock time.
Conversely, with higher workload volatility, more frequent



TABLE I: Optimized tuning parameters for the different
heuristics (cf. Section III). High energy weights generate pa-
rameter settings that lead to long intervals between challenges.

Energy weight
Heuristic 0 0.125 0.25 0.5 1

Fixed Period 15.1 37.9 55.4 81.9 98.2
AIMD 16.1; 0.2 42.0; 0.9 66.3; 1.0 90.5; 0.4 100.0; 0.9

Energy Budget 0.7 2.7 3.1 8.4 10.0
Monitor Leader 0.1; 7.8 0.1; 18.7 0.2; 27.4 0.2; 39.2 0.2; 54.8

(a) Workload volatility 0.25

Energy weight
Heuristic 0 0.125 0.25 0.5 1

Fixed Period 9.4 22.4 31.6 46.8 71.7
AIMD 9.7; 0.0 24.6; 0.9 36.2; 0.8 53.5; 1.0 85.2; 0.1

Energy Budget 0.8 1.3 1.9 3.7 6.5
Monitor Leader 0.1; 4.2 0.2; 10.8 0.2; 11.3 0.3; 19.9 0.3; 28.2

(b) Workload volatility 0.5

Energy weight
Heuristic 0 0.125 0.25 0.5 1

Fixed Period 5.7 12.5 17.2 25.0 38.1
AIMD 5.8; 0.1 13.3; 0.5 19.9; 0.8 30.8; 0.9 46.0; 1.0

Energy Budget 0.9 1.9 2.3 2.6 4.2
Monitor Leader 0.2; 0.0 0.3; 0.4 0.3; 0.1 0.4; 9.1 0.5; 15.6

(c) Workload volatility 1

challenges, i.e., lower parameter values, are needed to react
to the frequent and abrupt changes in device speeds.

Figure 3 shows the trade-offs between energy consumption
and execution time achieved by the different heuristics. There
are two points of reference: firstly, the axes show the percent-
age overheads over hypothetical oracle runs in which the faster
device is always chosen without incurring the cost of chal-
lenges. Secondly, “Optimized Sampling” represents the results
of scheduling challenges based on “brute-force” optimization
across known device speed trajectories. Compared to these
idealized results, the heuristics incur the cost of challenges
and operate without prior knowledge of the device speeds.

At a high level, we see that with higher workload volatility,
the difference in results among the sampling policies be-
comes vastly more pronounced, whereas their ranking remains
the same. With workload volatility 1, achieving low energy
consumption becomes extremely challenging, as indicated by
the overhead of about 10% incurred even with Optimized
Sampling. The Energy Budget heuristic is vastly outperformed
by all others, and its Pareto frontier does not show the clear
pattern visible with the other heuristics. Although Table I
showed that its parameter follows the changes in the energy
weight coefficient, the effect of this adjustment seems to be
weak. Interestingly, the simple Fixed Period heuristic slightly
outperforms AIMD, indicating that given our workloads, the
time since the last leader change is not a sufficiently strong
predictor of the next change for AIMD’s rationale to apply.
The Monitor Leader heuristic clearly dominates all others. We
attribute this to its use of the leader’s changes in speed, which
directly affects the relative device speed. Encouragingly, the
overhead of this heuristic is only a few percentage points above
the Optimized Sampling result.
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Fig. 3: wall-clock time/energy overheads of the different
heuristics in percent over an oracle result without sampling
and compared to optimized sampling points based on perfect
knowledge.

B. Empirical Results

We now turn to experimental results using an implemen-
tation of FTL running on physical hardware based on the
CPU-based ROme OpTimistic Simulator (ROOT-Sim) [62]
and GPUTW [63]. ROOT-Sim is a CPU implementation of the
Time Warp [64] synchronization protocol that supports self-
optimized state saving for dynamically allocated memory [18]
and load balancing [65]. GPUTW is a GPU implementation of
Time Warp [64] and the conservative YAWNS [66] algorithm
written in NVIDIA CUDA. Each GPU thread handles events
pertaining to a number of simulation objects and holds its
own event, state, and antimessage lists. Objects are aggregated
dynamically to balance parallelism with the cost of event-list
operations.

The benchmark model used in our experiments is a variant
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Fig. 4: wall-clock time and energy consumption of the differ-
ent heuristics for different workload volatility values.

of the traditional PHold model [67]. In PHold, each involves
a configurable number of no-operations to imitate processing
time after which a new event is scheduled, with the destination
object and the delay drawn from probability distributions. In
our experiments, the model is extended so that the amount
of parallelism in the model can be adjusted dynamically via
the percentage of simulation objects that can be targeted
by newly-injected events. The difference in the CPU and
GPU simulators’ performance depending on the degree of
parallelism allows us to generate device speed trajectories in
line with the random walks described in Section IV-B.

Given that our empirical results showed a strong corre-
lation between energy consumption and execution time, we
configured each heuristic with the parameters obtained by the
meta-simulations with the weight coefficient set to 0. Since the
Energy Budget heuristic was vastly outperformed by the others
in the meta-simulations, we exclude it in these experiments.

Our measurements were conducted on a machine equipped
with an Intel i7-13700F processor, 32GB RAM, and an
NVIDIA RTX 4070 Super, running Debian Ubuntu 24.04. The
energy measurements are based on the CPU’s and GPU’s own
estimates.

Figure 4 shows the energy consumption and execution
times obtained by running 40 different simulation traces for
each volatility value and evaluated heuristic. Our results align
with those from the meta-simulations. In particular, AIMD
consumes both more energy and time than the other heuristics,
which both complete the simulations using 12.2% shorter wall-
clock time. As in the meta-simulations, the Monitor Leader
heuristic dominates the others, with 15% energy savings over
Fixed Period.

VI. CONCLUSIONS

The experiments with optimized parameters of the sampling
heuristics established a consistent ranking across all levels
of volatility in the workload. We observed that scheduling
challenges based on changes in the leader device’s speed
clearly outperformed the other heuristics both in energy con-
sumption and execution time. Remarkably, these results and
the parameter choices identified via meta-simulation largely
carried over to measurements on physical hardware.

The main limitation of our work lies in the dependence of
the results on the chosen workload. Our experiments relied
on synthetic workloads generated by mean-reverting random
walks. While the results were consistent across instances
of these workloads, experimentation across a broader set of
representative workloads is needed to assess the robustness of
the different heuristics. To enable the direct applicability to
practical use cases, we intend to explore dynamic adjustments
of the heuristic parameters to given hardware platforms and
workloads.
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